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Abstract: Education greatly aids in the process of students' growth; therefore, education institutions try to provide high-quality
education to their students. A possible remedy to provide high-quality education is by discovering knowledge from educational
data. However, accurately evaluating students' performance is very challenging due to different sources and structures of
educational data. In addition, different teaching strategies are required because students' learning ability are different. One way
to discover the hidden knowledge from educational data is the use of clustering algorithms, which are capable of mining
interesting patterns from educational data. Thus, this study presents a fuzzy C-means clustering algorithm using 2D and 3D
clustering to evaluate students' performance based on their examination results (the examination grades from College of
Computer Science and Technology, Huaqiao University for students enrolled in year 2014). Based on the experimental results
from 2D and 3D clustering for evaluating students' performance, the educators can better understand the students' performance
so as to build a pedagogical basis for decisions. Students can also receive some recommendations from the mining results
about their performance.

1 Introduction
Education is a broad concept that consists of the process of
facilitating learning, or the acquisition of knowledge, skills, values,
beliefs, and habits [1, 2], which is not only very important for a
person's life but also for a country's progress [3]. The level of
education quality was found to have great influence for the growth
rates of a country's income and mortality decline [4]. Mirowsky [5]
discovered that education is also closely related with a person's
social status and health, which to some extent helps people become
better citizens [6]. Due to the importance of education, education
institutions try to provide high-quality education to their students
by discovering knowledge from educational data [7] to help
decision makers to make the right adjustments of education [8].

With the large volumes of educational data obtained from
various resources (files, documents, videos etc.), data mining was
introduced in [9] to discover useful information for educators to
make better decisions due to its successful use in many
applications [10–12], including market basket analysis [13], and
education [14]. However, mining useful knowledge from
educational data (like the data from students' enrolment and
attendance records, and their examination results [15]) is a
challenging task. One way to address this problem is to apply
educational data mining [16] because it is capable of discovering
knowledge and patterns from educational data to better understand
the students' performance [17]. To evaluate the students'
performance, decision trees were applied in [18] by studying the
key factors that could influence the students' performance in
courses. Based on the students' records, Pandey and Pal [19] used
Bayesian classification to evaluate the students' performance,
which could be helpful for the institution to reduce the drop-out
rate and improve the performance level of institutions.

With the extracted information like how many students will
pass the final examination in a particular course, if a student can
pass the particular examination, and which students will need
assistance in order to graduate, the decision makers in colleges or
universities can make use of educational resources to help students.
In addition, the students would like to know what courses are best
for them to achieve their goals based on the prediction of how well
they will perform in the courses selected [8]. Thus, more and more

researches have focused on knowledge discovery from educational
data. For example, Jacob, Kotak, and Puthran [20] found out that
with the use of data mining approaches, the stakeholders in the
educational system can discover useful knowledge to help study,
predict, and improve students' performance.

One of the most important steps for educational data mining is
to visualise and analyse the data. A possible way for this is the use
of clustering algorithms, which has been widely and successfully
applied in data mining [21] by extracting useful inherent
relationships in practical applications [22–24]. The main purpose
of clustering algorithms is to discover interesting patterns from a
given dataset based on sample similarity [14, 25]. Oyelade,
Oladipupo, and Obagbuwa [26] applied K-means to predict
students' academic performance; their results have shown K-means
is useful to monitor students' performance in higher institution. K-
means was also utilised as pre-processing in [27–30] to evaluate
students' performance. Their results proved that K-means can
provide helpful information for instructors to make better
decisions. A variant of K-means, X-means, was used to analyse
students' performance in e-learning training [31]. However, the
above clustering algorithms are all hard-clustering algorithm [32,
33]. In some cases, each data sample may belong to two or more
clusters [34] (e.g. a student's performance can be both ‘good’ and
‘great’), but with different membership values [35] Unlike hard-
clustering algorithms, fuzzy C-means clustering (FCM) extends
hard clustering to soft condition [36, 37], where each data sample
can belong to more than one cluster.

However, none of the above research focus on both
visualisation and clustering results for students' performance based
on students' examination grades using FCM clustering algorithm.
While with the visualisation of the clustering results, the students'
performance can be evaluated and analysed [38]. In this case, the
educators can make better decisions to provide quality education to
students, which in return improves the students' performance [39].
Thus, in this paper, we applied FCM to evaluate students'
performance with 2D and 3D clustering. The dataset was
downloaded from the student achievement management system of
Huaqiao University. The undergraduate students enrolled in year
2014 from College of Computer Science and Technology were
used for students' performance evaluation. Pre-processing of the
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dataset was conducted before the use of FCM clustering algorithm.
We analysed the students' performance for each class in the college
based on 2D and 3D clustering. The experimental results have
shown some interesting patterns, which give some useful
indications for educators to evaluate student's performance.

The remainder of this paper is organised as follows. A brief
introduction of FCM clustering algorithm is first given in Section
2. The steps for evaluating students' performance are presented in
Section 3. In Section 4, the 2D and 3D clustering results for classes
Digital Media, Network Engineering, Computer Science and
Technology, Software Engineering class 1, Software Engineering
class 2, and the whole college students are described. Then, the
analyses for evaluating students' performance are discussed.
Finally, conclusions are provided in Section 5.

2 Fuzzy C-means clustering (FCM) for the
evaluation of students' performance
FCM, proposed by Dunn [40], is a soft-clustering approach that
assigns a data sample to different clusters with different
membership values [41]. Based on the similarity measures, the
samples with high similarity are clustered into the same group
while samples with low similarity are grouped into different
clusters. In this case, FCM is capable of clustering data into C
clusters, but with a certain membership belongs to the cluster
centre [42], which is very helpful to find the inherent relationships
of data samples in practical applications [43, 44]. The details of
FCM are given as follows:

Step 1: Initialise the number of clusters C and the membership
matrix U(0), respectively.
Step 2: For tth iteration, clustering centres are calculated by the
weighted mean of all data samples.

ci
t = ∑

j = 1

n
wij

mxj (1)

wij
m = μij

m

∑k = 1
n μik

m (2)

where n is the number of data samples, i is the index of cluster
centre, j and k are indexes of data samples, μij

m ∈ [0, 1] is the
membership value, and m is a weighted index.
Step 3: Update the membership matrix U(k). For each membership
value μij

m in U(k), it is calculated as (3)

μij
m = 1

∑k = 1
C ∥ xj − ci ∥

∥ xj − ck ∥
2/(m − 1) (3)

Step 4: Repeat from Step 2 to Step 4 until the terminal criteria is
met. That is if the absolute difference between Ut+1 and Ut is
smaller than the pre-defined threshold ɛ, then stops the algorithm;
else t = t + 1 and continues the iterations.

∥ Ut + 1 − Ut ∥ < ε (4)

To better understand the procedure for the evaluation of students'
performance based on FCM, the flowchart of evaluating students'
performance using FCM is given in Fig. 1. As we can see from
Fig. 1, the student dataset needs to be pre-processed (e.g. remove
unnecessary features like student name and course name) by data
selection, data pre-processing, and data transformation. When the
data is prepared, FCM clustering algorithm is applied to obtain the
clusters, where each cluster represents a performance level
(including bad, average, good, and great). It is worth noting that the
performance levels here are not exactly the same as the grade, but
the performance among the students in the class or the college.
Based on the discovered knowledge from clustering results, it is
easier for the educators to build a pedagogical basis for decisions
like which teaching approach is better for students. At the same
time, students can get some recommendations from the mining
results to further improve their performance.

3 Experimental results and analyses
In this section, the data description of the educational dataset is
first given. Then, the experimental results for classes Digital
Media, Network Engineering, Computer Science and Technology,
Software Engineering class 1, Software Engineering class 2, and
the whole college students are described. In each experiment,
students' grades are clustered into four groups, namely bad,
average, good, and great. Finally, the analyses of the clustering
results are given.

3.1 Dataset description

The dataset used in this paper was derived from the student
achievement management system of Huaqiao University. The
undergraduate students enrolled in year 2014 from College of
Computer Science and Technology were used for performance
evaluation. There are five classes (Digital Media, Network
Engineering, Computer Science and Technology, Software
Engineering class 1, Software Engineering class 2 with 45, 34, 55,
48, and 64 students, respectively) for four majors (Digital Media,
Network Engineering, Computer Science and Technology,
Software Engineering). Thus, the total number of students for the
college is 246. Three courses, including College Physics, Career
Planning and Management for College Students (CPMCS), College
Chinese Language and Literature (CCLL), are used to evaluate the
students' performance. To better understand the dataset, some
samples of students’ grades are given in Table 1 from class
network engineering after pre-processing (e.g. removing missing
values, courses' names, and students' names). While other classes
have the same data format.

3.2 Experimental results and analyses

The clustering results for Digital Media, Network Engineering,
Computer Science and Technology, Software Engineering class 1,
Software Engineering class 2, all the college students are given in
Figs. 2–7, respectively, for both 2D and 3D clustering. In addition,
clustering centres for classes Digital Media, Network Engineering,
Computer Science and Technology, Software Engineering class 1,

Fig. 1  Flowchart for the evaluation of students' performance
 

Table 1 Ten samples of students' grade from class Network
Engineering
Student number College physics CPMCS CCLL
1425131001 81 77 83
1425131002 86 88 85
1425131003 82 79 77
1425131004 77 78 91
1425131005 84 91 71
1425131006 82 81 84
1425131007 80 76 77
1425131008 79 83 78
1425131009 88 86 84
1425131010 84 74 77
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Software Engineering class 2, and all the college students are given
in Table 2. The format of each clustering centre is represented as
(College Physics, Career Planning and Management for College
Students, College Chinese Language and Literature), and the best
results based on average grades for each performance level are
highlighted in bold.

As we can see from Fig. 2, students with performance level
‘great’ in class Digital Media are mainly in cluster 3 for 3D
clustering even though some data samples have worse results than
cluster 1 in (College physics, CPMCS) for 2D clustering. This is

because the clustering is based on the overall performance by
considering the grades of all three courses. Thus, a student with
one course grade lower than the other student does not mean
his/her overall performance is also lower. Fig. 3 shows that the
students with great performance in class Network Engineering are
all in cluster 4 for both 2D and 3D clustering. Thus, the students in
cluster 4 have the best performance in the class. According to
Figs. 4 and 5, similar to Fig. 3, the students with performance level
‘great’ in class Computer Science and Technology and Software
Engineering class 1 are all focus on cluster 2 and cluster 4,

Fig. 2  2D and 3D clustering for class Digital Media
(a) 2D clustering, (b) 3D clustering

 

Fig. 3  2D and 3D clustering for class Network Engineering
(a) 2D clustering, (b) 3D clustering

 

Fig. 4  2D and 3D clustering for class Computer Science and Technology
(a) 2D clustering, (b) 3D clustering
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respectively, for both 2D and 3D clustering. While in Fig. 6,
although the students in cluster 2 have the best performance, some
students are not as good as those in clusters 1 and 4 in (College
physics, CPMCS) for 2D clustering. This is because there will be
some overlaps between two clusters. For example, the worst
performance for level ‘great’ may or may not better than the best
performance for level ‘good’. Finally, the grades for all students in
college are shown in Fig. 7, and the students with the best
performance are fall into cluster 2.

While for the performance level ‘bad’, students in cluster 4 in
class Digital Media for 2D clustering have the worst performance,

but for 3D clustering, some samples in cluster 2 have worse
performance. The main reason is that the best performance in level
‘bad’ has some probabilities outperform the worst performance in
level ‘average’ according to the overall evaluation. The same
reason for classes Network Engineering, Computer Science and
Technology, Software Engineering class 1, and Software
Engineering class 2 in clusters 3, 1, 2, and 1, respectively.
Educators can give some help for students who fall into these
clusters to improve their overall performance.

In addition, as we can see from Figs. 2–7 in both 2D and 3D
clustering, the students with great performance are more likely to

Fig. 5  2D and 3D clustering for Software Engineering class 1
(a) 2D clustering, (b) 3D clustering

 

Fig. 6  2D and 3D clustering for Software Engineering class 2
(a) 2D clustering, (b) 3D clustering

 

Fig. 7  2D and 3D clustering for all students in the college
(a) 2D clustering, (b) 3D clustering
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have higher density on the high-grade part while the students with
bad performance are more likely to be sparse or lower density in
the low-grade part. This makes sense because if a student has great
performance in each course, then this student has more potential to
have the overall high performance. While for a student with low
performance in all or most part of the courses, this student has high
probability to have low overall performance.

Finally, according to Table 2, we can see that the students in
class Digital Media have very stable performance because for four
performance levels (bad, average, good, and great), they all have
very similar grades in clusters; and the grades in performance
levels bad, good, and great have similar grades, and they are all
higher than the other classes. While for class Computer Science
and Technology, students have higher great performance than class
Digital Media but also have worse performance than the other
classes in the performance levels bad, good, and great. In this case,
there are both very high performance and low performance
students in this class.

In summary, clustering technique is a useful tool to discover
interesting knowledge and patterns from educational data by
analysing the clusters and the clustering centres. In addition, the
visualisation of data is also very important to explore the deeper
relationship between data samples based on 2D or 3D clustering.
The results have shown that the evaluation of students'
performance is possible with proper strategies, algorithms, and
analyses. It is worth noting that the performance levels in the
experiments are based on the students' overall performance in the
class or the college. Thus, it is not exactly the same as the grade
(e.g. the grade is marked as ‘bad’ if the grade is <60 points (total
score is 100), or ‘great’ if the grade is equal or >90). Based on the
discovered knowledge from clustering results, the educators have
better knowledge about students' performance to build a
pedagogical basis for decisions like which teaching approach is
better for students. Students can also receive some
recommendations from the mining results about their performance.

4 Conclusion
To discover knowledge from educational data (students' enrolment
and attendance records, examination results, study attitudes, and
behaviours), data mining is a useful tool to extract some interesting
patterns [45]. In this paper, we applied soft-margin clustering
algorithm, FCM, to visualise and cluster students' examination
grades to evaluate students' performance based on their
examination records with 2D and 3D clustering. Three courses
(College Physics, Career Planning and Management for College
Students, and College Chinese Language and Literature) for
students in four classes (Digital Media, Network Engineering,
Computer Science and Technology, Software Engineering class 1,
and Software Engineering class 2) and the whole college students
are evaluated. The results from 2D and 3D clustering have shown
that the students with great performance have more potential to
have higher density on the high grade part while the students with
bad performance have lower potential to the high-grade part (e.g.
Bad (76.521, 84.800, 66.866) and Great (86.437, 87.356, 87.593)
in Computer Science and Technology, respectively). By visualising
the 2D and 3D clustering, even though some students may have
low performance in one or two courses, the overall performance

can still be good (with low probability). Thus, with the
visualisation of the clustering results, it is easier for educator to
evaluate and analyse students' performance, which makes it useful
for educators to make better decisions so as to provide quality
education for students.

However, we only consider students' grades in our clustering
results while there are other types of educational data (e.g. students'
enrolment and attendance records) we can use. Hence, for future
work, more sources and structures of educational data can be
utilised for clustering. In addition, regression and classification
algorithms like support vector machines [46] and artificial neural
networks [47] can be applied to predict students' grades in the next
examination or predict if a student can successfully graduate. In
this case, educators are able to achieve useful knowledge that can
help them make better decisions like the course design or other
pedagogical strategies.
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